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A face state is a token.

Human-robot conversation Language and sound model is advancing very fast 

Facial expression make interaction more natural 
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Use VQ-VAE as the vector quantizer.

Problems with 
VQ-VAE

FSQ enforce stronger regularization 
creating a more meaningful and 
compressed latent space.

Blendshape loss optimizes with more 
addressing to face features. 
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Highly sparse codebook  

Overlapping embedding  

Codebook collapse



Autoregressively predict next reaction

Key takeaway

Evaluation and results

We turn  using Finite 
Scalar Quantization.

facial expressions into a finite meaningful vocabulary

Then, we use an  model to 
generate multiple appropriate facial responses in dyadic conversation context.

autoregressive cross-modality transformer-based

1.

2.

The method achieves the best performance in the REACT2024 challenge.3.

This predictor contains two parts:

Better sound features than MFCC

Pretrained tokenizer Teacher forcing and random masking tokens to stabilize training

Patch-based output to optimize inference

Multinomial sampling 

to generate non-deterministic 

output

Speaker feature encoder to process sound 
and facial expression of the human.

Listener decoder to align next feature to 
its past facial expression.

Use NoXi and RECOLA internet conference dataset, 
we evaluated our method using metrics and baselines 
proposed in the REACT Competition 2024. 
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